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In January 2018, as the German government was trying to cobble together a coalition, and the U.S.
government found itself in a shut down, ten Americans and ten Germans committed to the transatlantic
relationship considered how they could make their way to Munich, Germany, to find common ground on
cybersecurity policy. The U.S. government opened for business just in time for the U.S. delegation to
board their planes and trains, and a pause in the coalition negotiating room allowed Bundestag partici-
pation. In the context of three meetings in Munich, Berlin, and Washington, DC, the working group of
American and German policymakers from the diplomatic, military, homeland security, legislative,
academic, and tech communities met to talk about proposals to address threats posed by cyberwar and
digital propaganda.

Current events underscored the urgency of finding a common approach: the foreign espionage and
intrusion into the “secure” network of the German Federal Foreign Office; the assessment of the U.S.
intelligence and congressional oversight committees that the Russians had indeed targeted eighteen
state election systems and gained access to the restricted portions of election infrastructure in several;
and that their digital propaganda campaign in the lead up to the 2016 elections was intentional, and
Putin-directed. At the same time, drafts of legislation regulating practices in the cyber sphere in both
countries had the possibility to drastically impact the citizens, the corporations, the privacy, and the secu-
rity of the other nation.

Recognizing that both countries are affected by the digital propaganda affecting the democratic process
during elections, and that a strong cyber defense is critical for both nations, AICGS’ Transatlantic
Cybersecurity Partnership with the Hanns-Seidel-Stiftung (HSS) aimed to find agreement in both areas
through proposals to: improve information-sharing between the two countries on key cyber threats;
increase understanding between the private sector and government entities on best practices for ensuring
cybersecurity; and to move the legislative and policy conversation in both countries to ensure standards
and infrastructure are in place to protect national and international security. In addition, the national and
international legal grey zone for many aspects of cybersecurity made agreement between policymakers
of both countries on cybersecurity norms critical.

This volume is a collection of those conversations of the working group members conducted across
roughly a half year of meetings on both sides of the Atlantic. While much of the agreement achieved is
not able to be published due to the degree of its classification, we invite you to listen in to the conversations
we can reflect in these pages, which dance around the edges of a long and deep partnership between
both countries. Forewords by Germany’s Karsten Geier, a diplomat who has played a crucial role in
upholding international law in the cyber sphere for years, and the United States’ Kent Logsdon, who has
tirelessly advocated for a strong transatlantic relationship, reflect the importance of the bilateral relation-
ship in strengthening cyber norms. 
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Complementing Mr. Geier’s cyber norms contribution, scholar Matthias Schulze came up with a new
heuristic that could be used by both countries to rate cyber activities according to whether they are offen-
sive or defensive, and thus when international law could justify a response to an attack or intrusion.
Department of Homeland Security’s Scott Tousley writes about the important ways to protect critical IT
infrastructure, and the importance of cooperation with Germany on securing and operating the Internet
of systems.

Further outcomes on information-sharing and cooperation on cyber defense are described by AICGS’
Senior Cyber Fellow Dr. Sarah Lohmann, who initiated this partnership and this publication. The legislative
debate on both sides of the Atlantic is described in more detail by Hanns-Seidel-Stiftung’s Andrea Rotter,
as is the way forward on digital propaganda by HSS’ Maximilian Rückert. 

Dr. Andreas Nick, a CDU member of the Bundestag, and his legislative assistant Inger-Luise Heilmann,
describe the legislative debate around digital propaganda in Germany, and what remains to be done.
Germany’s Interior Ministry’s Gregor Kutzschbach addresses the role of the state in responding to digital
propaganda, while Bret Schafer of GMF’s Alliance for Securing Democracy adds the U.S. perspective on
how civil society is a key factor in keeping digital propaganda actors accountable.

We are grateful to HSS’ Chairwoman Prof. Ursula Männle, for her engagement in this program and for
traveling to Washington to support it; to Prof. Dr. Reinhard Meier-Walser, who directs HSS’ Academy for
Politics and Current Affairs, for his partnership in this joint endeavor; to MdB Dr. Reinhard Brandl, for his
passionate engagement in every workshop and his support of the transatlantic relationship; to Elizabeth
Caruth, for her expert handling of workshop logistics; and to Jessica Hart, for editing this volume. Our
thanks also go to the U.S. Department of State, the U.S. Embassy in Berlin, and the U.S. Consulates in
Munich and Frankfurt for supporting this Transatlantic Cybersecurity Partnership every step of the way.

Dr. Jackson Janes
President Emeritus, AICGS
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We live in highly complex times, in which the threats to our countries are more diffuse than ever before.
Power blocs have given way to new, asymmetrical power relations of multilateral structures.  Terms such
as “war,” “enemy,” “alliance,” and “friend” are not as clearly definable in our multipolar world order as they
had appeared to be a few years ago. The new information and communication technologies and the
increasingly interwoven fields of digitalization and globalization cause us to even doubt the traditional
meaning of the terms “attack” and “defense.” What is an attack in a cybersphere without borders? Is a
cyberattack a phishing-mail which tries to steal highly sensitive data from protected IT structures, or is
this categorized in international law as typical espionage? It wasn’t until the year 2013 that the global
community decided that international law applies to the cyber realm. 

In 2010, only six to seven countries had the capabilities to launch attacks in the cybersphere. Today it is
over thirty. The increase in the number of potential actors in cyberwar has clear reasons: It is cost-
efficient, saves resources, and is highly effective in targeting both the IT infrastructure of the military, as
well as sensitive civil infrastructures, the stability of political systems, and the economy. 

Modern hybrid warfare has diverse facets. In the years 2011 and 2013, there were several cyber intrusions
into computer networks of the U.S. Department of Defense in order to steal sensitive information about
aviation and surveillance technologies. The computer worm “WannaCry”—developed in a North Korean
hacker laboratory—infected 230,000 computers in 150 countries in May 2017 with the intention to extort
money by blackmail. The following month, the “NotPetya” attack aimed to destabilize Ukraine and inca-
pacitated every fifth computer there. The 2016 cyber hacks on the emails of the Democratic National
Committee meant to interfere with the U.S. presidential election, digital propaganda about the fictional
sexual abuse of minors, and hacking into German government networks this year and last were all
different forms of this hybrid warfare. 

Just as polyvariant as the threats are to nations, is the problem of “non-attribution”; that is, the difficulty
of credibly identifying the source of the attack with evidence. Only when it is clear who is behind a cyber-
attack does international law (jus ad bellum) apply. Such proof is usually impossible in the cybersphere.
It has been difficult to discern in the attacks that have been proven to this time whether they came from
military or civil sources. Most of the millions of daily attacks with malware come from criminal actors.
Therefore, the question of domestic purview remains unanswered. When should criminal investigators
or in which cases should the military respond to this plethora of threats? The regulation of areas of
responsibility is happening on both sides of the Atlantic, and new security agencies are being built in
response. 

As necessary as it is to create new national cybersecurity strategies as well as resilience strategies, all
government actors must be clear on one thing: None of the challenges today can be resolved by one
country alone. They require the effort of those where liberty and democracy are prescribed by their
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constitution. The necessity of multilateral international structures and platforms for international cooper-
ation in regulation of the cybersphere is based on this foundation.

We must recognize at the current time that multilateral structures are often not effective enough, so that
large portions of the population ask: Is the multilateral solution really the one that solves problems, or
should there be a return to national solutions?

The Academy for Politics and Current Affairs of the Hanns-Seidel-Stiftung (HSS), together with the
American Institute for Contemporary German Studies (AICGS) at Johns Hopkins University, strove to
explore the possibilities for transatlantic cooperation between policymakers, government representatives,
the private sector, and academia. 

This opportunity for an exchange could not have been more timely and should serve as an important
contribution to the improvement of information-sharing between Germany and the U.S., and lead toward
a deeper mutual understanding between German and American policymakers, and governmental and
nongovernmental actors in the area of cybersecurity. The goal of this transatlantic platform for exchange,
called the “Transatlantic Cybersecurity Partnership,” was to work together toward analysis-based solutions
for the current threats in the cybersphere which affect both countries. This publication will present the
results of those discussions. 

The Transatlantic Cybersecurity Partnership made an important contribution through its interdisciplinary
policy approach to the transatlantic dialogue in difficult times. Thanks for the success of this specialized
approach go to Dr. Jackson Janes, Dr. Sarah Lohmann, Elizabeth Caruth, and Jessica Hart at AICGS,
as well as the colleagues of the Hanns-Seidel-Stiftung, Andrea Rotter and Maximilian Rückert. The valu-
able results of this transatlantic cooperation aim to provide the armor for the defense of our common
values and free, democratic systems. Dr. Martin Luther King, Jr., said it best when he said: “Those who
love peace must learn to organize as effectively as those who love war.”

Prof. Dr. Reinhard Meier-Walser
Director, Academy for Politics and Currents Affairs
Hanns-Seidel-Stiftung
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Just as people expect government to defend the
physical world, they also expect government to
protect the cyber realm. Governments must have
the means to hold criminals and non-state and state
rogue actors in the cyber world accountable. They
must be able to discover, attribute, and disrupt their
actions. Governments must also create a resilient
and robust digital infrastructure. These dual
requirements are at the basis of a new policy in the
U.S. known as the “Vulnerability Equity Process.”
It evolved out of a series of discussions among
U.S. government agencies and the private sector
about how we can best protect and defend our
cyber interests. The key tenets of this policy are
transparency, accountability, and most important,
informed dialogue. […] When cyber weapons are
developed and implemented without consideration
of the damage they can cause or the liability they
bring, that impacts us all. The number of recent
cyber incidents, in the past year alone, demon-
strates the need for enhanced cooperation and a
discussion of norms.

What is the correct response to these cyber inci-
dents? Well, there are a number of answers to that
question.

First, the United States is not afraid to call out coun-
tries and hold governments accountable. We have
done that in identifying Russia as responsible for
the deliberate NotPetya malware attack against
Ukraine.

Second, the United States will use the tools of
diplomacy and statesmanship. This includes sanc-
tions as a response to cyber incidents.

Third, we will also use law enforcement. In 2014,
the United States indicted Chinese military hackers.
Earlier this year, thirteen Russians were criminally
charged for interfering in the 2016 U.S. election.

Fourth, at times, our response will include cyber
tools. One of the best tools we have to understand
and get to the attribution of cyberattacks is our
ability to hack back at the hackers.

Finally, we need to fight efforts by authoritarian
states that use so-called “cybersecurity” arguments
to lock down the Internet and repress their citizens.

And so, let me conclude where I began, with the
need for increased cooperation. There are a
number of ways we are using diplomacy to try to
develop and implement the norms we need for a
secure and prosperous cyberworld. And our efforts
are stronger if we are united in our approach. That’s
why the time invested in this  Transatlantic
Cybersecurity Dialogue, and in our broader
ongoing transatlantic dialogue, is so important.

This text is adapted from Mr. Logsdon’s speech in Munich on March 15,
2018, at the Transatlantic Cybersecurity Partnership’s second confer-
ence.
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When the Internet was created, engineers, users,
and even political decision-makers were full of
idealism. Yet such benign uses of information and
communication technology (ICT) are not the whole
story. More and more states are using ICT as a
means of international conflict. Consequently, the
enormous benefits for economic growth and pros-
perity cyberspace offers are accompanied by risks
of escalation and retaliation. Massive denial-of-
service attacks, damage to critical infrastructure,
or other malicious cyber activity that impairs the
use and operation of critical infrastructure have a
destabilizing effect on international peace and
security. Cyber-enabled interference in democratic
political processes also gives reason for concern.

Transatlantic partners have been seeking to
address this development. NATO warned at the
2014 Wales Summit that cyberattacks can reach a
threshold that threatens national and Euro-Atlantic
prosperity, security, and stability. Their impact could
be as harmful to modern societies as a conven-
tional attack. Allies affirmed that cyber defense is
part of NATO’s core task of collective defense. 

Such warnings must be flanked by a global under-
standing of the rules for responsible state behavior
in cyberspace. The G7 partners committed them-
selves to contribute to international cooperative
action to this end in the 11 April 2017 Lucca
Declaration on responsible State Behavior in
Cyberspace.

We also need to move  forward our work in the
United Nations. Since 2005, the United Nations
General Assembly has mandated a series of
Groups of Governmental Experts to work on this
issue. Over the years, these groups have arrived

at important conclusions, affirming that international
law, and in particular the UN Charter, is applicable
and is essential to maintaining peace and stability,
offering not only insights on how existing interna-
tional law applies, but also voluntary, non-binding
norms of responsible state behavior to reduce risks
to international peace, security, and stability. 

Nevertheless, deeply held, worrisome divisions
between nations on the use of ICT persist. Their
resolution will be fundamental to creating an ICT
environment that is open, secure, stable, acces-
sible, and peaceful. There is a need to retain
progress made, to continue the discussion in the
United Nations, and to increase transparency and
inclusivity. Global issues such as this require a
global understanding of the threat situation and
ways of addressing and mitigating these threats. In
this atmosphere, it is more important than ever that
allies, including the United States and Germany,
work together to find common solutions to coun-
tering such threats in the cybersphere. 
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In the era of distrust that has followed the Snowden
revelations, changing administrations, and a
transatlantic relationship that is publicly unraveling,
“confidence building measures” (CBMs) is a loaded
term. In early 2017, when the idea for this partner-
ship was born, the bilateral cyber dialogue between
the U.S. State Department and the German
Federal Foreign Office had been put on ice. By
June 2017, negotiations in the leading forum for
discussing cyber norms, the United Nations
Governmental Group of Experts (UN GGE), had
stalled due to disagreements on interpretation and
implementation of the agreed cyber norms as
portrayed in its 2015 report.1

Yet targeted intrusions into the networks of both
countries, sometimes by the same foreign actors,
made cooperation between the two countries even
more urgent. Agreement on CBMs—the bench-
marks for the baby steps that each country takes
to show that it is implementing concepts it has
agreed on—could not be left for a fair-weather day
while espionage attributed to foreign government
actors had compromised the networks of
Germany’s Federal Foreign Office, and the state
election system infrastructure in the United States. 

While the Organization for Security and
Cooperation in Europe (OSCE) had pounded out
quite a detailed list of CBMs in years past, these
had not been formally adopted by governments.2 A
forum was urgently needed that could provide a
space for further negotiation to ensure that allies
could work together to help each other with attribu-
tion, accountability of bad actors, and early
warning. 

This Transatlantic Cybersecurity Partnership, which
brought together cyber experts from the U.S. State
Department, Germany’s Federal Foreign Office,
USEUCOM Joint Cyberspace Center, the German
Ministry of Defense, the U.S. Department of
Homeland Security, the German Interior Ministry,
the Bundestag, Congress, academia, and the
private sector, provided a first step. The aim of the
group was not to address all stalled CBMs of the
past GGE agreements, but rather to find consensus
in the areas most urgent to the current cyber
defense challenges and to the German-American
relationship. 

In AICGS’ cyber defense working group, several
CBMs were the focus of the discussion: 

1. establishing the best fora for information sharing
on cyber threats and attribution (falling under the
category of “communication and information
exchange” in the GGE context); 

2. coordination and communication about the
legislative process; and 

3. establishing common definitions for when the
use of a cyberattack is legitimate in coordination
with international law (jus ad bellum) and how that
force can be used (jus in bello).3

Additional confidence building measures discussed
during the workshop were ways to protect critical
infrastructure from Information and Communication
Technology (ICT) threats and to build resilience,
and steps toward having a common understanding
of the application of international law to the use of
ICT to not exacerbate international conflict.
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This contribution addresses the working group’s
outcomes on information-sharing, while Ms.
Rotter’s text focuses on the dialogue around the
legislative process and Mr. Schulze’s essay on the
common definitions the group discussed. Mr.
Tousley shares ideas for protecting critical infra-
structure.

Information Sharing Is Best If It Stays
Operational
While allies have many levels of analysis where
close communication is valuable, this group
focused on improving information-sharing modali-
ties on attribution for a malicious cyber intrusion,
potential cyber threats, and indicators of compro-
mise. The working group agreed that information-
sharing on those topics can happen between
Germany and the United States best if it stays on
the operational and technical level. Information-
sharing between and across countries is easiest
when it happens, for example, between military
branches, and stays separate from intelligence,
participants argued, as this keeps political consid-
erations separate from the technical analysis. At
the same time, participants agreed that the aim
should be closer cooperation on information-
sharing across agencies to defeat stove-pipe
mentalities that look only at one analysis. 

To strengthen confidence building measures in the
cybersphere with allies on the diplomatic front,
participants agreed that joint exercises on opera-
tional cybersecurity should be undertaken between
Germany’s Foreign Office and the U.S. Department
of State in the near future. Such joint exercises
already occur regularly on the military front in the
context of NATO, among other venues.

Closer cooperation across the corporate sector and
government on cyber threats and solutions is highly
desirable, the participants agreed. However, infor-
mation-sharing connected to the Vulnerability
Equities Process, the process that guides when the
government tells a software vendor about zero-day
vulnerabilities they have discovered in their prod-
ucts, will remain a topic for future discussion.4

New Centers of Coordination Needed

Rather than agencies working alone and dupli-
cating work in both countries, the working group
proposed a “Cyber Defense Center Plus” as a
forum to serve as a conduit for information on
cybersecurity internationally. The Cyber Defense
Center in Germany is already mandated to act as
a hub to bundle data on cyber threats from police,
military, and the intelligence community. The
proposal would add an international communication
arm to coordinate information-sharing with allies. 

Such coordination is urgently needed on both sides
of the Atlantic. In the United States, there is
currently no White House cybersecurity coordinator
or homeland security advisor with a cybersecurity
focus, but there remains an abundance of govern-
ment agencies tasked with protecting the nation’s
cybersecurity or coordinating policy on it at home
or abroad. These include: the National Security
Council, the Department of Homeland Security, the
Department of Justice acting with the Federal
Bureau of Investigation, the Office of the Director
of National Intelligence, the U.S. Cyber Command
Center, and the U.S. Department of State, to name
a few. A new Integrated Cyber Center and Joint
Operations Center aims to deal with some of those
challenges. The new center, opened May 4 by the
U.S. Cyber Command and the National Security
Agency, provides command and control, and inte-
grates cyber operations across U.S. agencies and
with foreign partners. The new center became
operational in August and allows different govern-
ment agencies and foreign allies to sit together
under one roof and synchronize cyber operations.5
While this new center may not address the working
group’s concern that information-sharing happens
on the operational level and stays separate from
intelligence agencies, it does provide the opportu-
nity for improved transatlantic information-sharing
and stronger mutual operational cyber defense.  

Going forward, participants suggested that
Germany and the United States undertake a divi-
sion of labor on identifying threats and analysis of
attribution using Open Source information and
Early Warning tools available in both countries. This
would allow more timely response to malicious
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cyber incidents, as well as more effective preven-
tion of damage caused by cyberattacks.

Proposing divisions of labor, inviting foreign part-
ners to coordinate operations, sharing hub space
and pertinent information on malicious actors, and
calling those actors to account: These are the hall-
marks of seventy years of the German-American
partnership, reflected in a new and creative way in
the strong proposals of the working group partici-
pants. In the realm of cybersecurity, that partner-
ship is just beginning. In an era of distrust, a
transatlantic cybersecurity dialogue will remain vital
to keep cyber defense in both countries strong, and
to help the bilateral relationship flourish.

NOTES
1 Elaine Korzak, “UN GGE on Cybersecurity: The End of an Era?” The
Diplomat, 31 July 2017. Online. 
2 Patryk Pawlak, “Confidence-Building Measures in Cyberspace: Current
Debates and Trends” in International Cyber Norms: Legal, Policy &
Industry Perspectives, ed. Anna-Maria Osula and Henry Rõigas (Tallinn:
NATO CCD COE Publications, 2016), pp 136.
3 For a reflection of the GGE discussions around jus ad bellum and jus
in bello, see: Ibid, p. 131, and for information sharing and legislation
coordination, see: Ibid, pp. 134-142. 
4 Teodora Delcheva and Stefan Soesanto, “Time to Talk: Europe and the
Vulnerability Equities Process,” European Council on Foreign Relations
Commentary, 21 March 2018. Online.
5 Mark Pomerleau, “Cyber Command, NSA open new $500 million oper-
ations center,” Fifth Domain Cyber, Sightline Media Group, 7 May 2018.
Online.
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A new hack on the German Bundestag at the begin-
ning of 2018 caused a sensation and again brought
the explosive nature of cybersecurity policy chal-
lenges to the forefront of the debate in the media
and in politics.1 While that intrusion was a form of
espionage, cyberattacks can certainly be used as
a means of hybrid warfare. Though these occur
below the threshold of a military conflict, it is still
important that they receive an adequate response.
Not only can servers be hacked to gain access to
information, but such attacks can also interfere with
critical power or telecommunications infrastruc-
tures. Moreover, hackers can also target military
servers, as attacks in both Germany and the U.S.
have already demonstrated. This endangers the
operational capability of armed forces in case of
emergency and thus represents a serious threat to
national security. In addition, these opportunities
are no longer limited to state actors, but can also
be implemented by non-state actors, thus adding
complexity to potential threat scenarios.

Looking at the current proliferation of offensive
cyber capabilities, it becomes clear that cyber oper-
ations will significantly affect the nature of future
conflicts. According to the UN, it is estimated that
around thirty states are currently developing or
already have offensive cyber capabilities.2 In addi-
tion, cyberspace operations offer the potential
attacker advantages that he does not have in the
conventional sphere: Cyberattacks are not costly.
In contrast to conventional weapon systems, no
complex hardware is required, only the necessary
software with the corresponding know-how.
Moreover, cyberattacks are not constrained by terri-
torial borders. Hackers have the ability to attack a
country’s critical infrastructures several hundred
miles away and conceal their actual location in

various ways, making attribution and a timely
response almost impossible. The validity of histor-
ically-proven deterrence strategies is therefore
called into question.

NATO, for example, sought to address this evolu-
tion by declaring cyberspace an official area of
operation alongside sea, air, and land, elevating
cybersecurity to a core task of its collective defense
at the 2016 NATO Summit in Warsaw. Thus, a
cyberattack could theoretically also trigger a case
of mutual self-defense under Article 5 of the NATO
Treaty.3 Due to the potential for uncontrolled esca-
lation of conflicts in cyberspace, states, non-state
actors, and science and business representatives
are trying to regulate cyberspace. The 2016 “White
Paper on German Security Policy and the Future
of the Bundeswehr,” for example, sets the goal of
reaching “a common understanding on the appli-
cation of international law to the cyber and infor-
mation domain.”4 However, as with past
technological developments, national legislation
and the application of international law in cyber-
space are lagging behind.

The International Debate

On an international level there are different fora
which seek to create a unified approach to cyber-
attacks. One product of these fora was the Tallinn
Manual. In 2009, an international panel of experts
coordinating with the NATO Cooperative Cyber
Defense Center of Excellence (NATO CCD COE)
in Estonia sought to develop international guide-
lines for cyber-based warfare for the first time.

While the focus in the first “Tallinn Manual on the
International Law Applicable to Cyber Warfare” in
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2009 was on cyber activities in armed conflict, the
“Tallinn Manual 2.0 on the International Law
Applicable to Cyber Operations” published in 2013
concentrated on how international law should be
applied to cyber operations in peacetime. Though
the Tallinn Manuals provide the most complete
examination of the international law framework for
operations in cyberspace, they only present recom-
mendations by experts, not a consensus built
between states and of binding character under
international law.5

The GGE sessions in the context of the United
Nations (UN Group of Governmental Experts on
Developments in the Field of Information and
Telecommunications in the Context of International
Security) provide the most comprehensive cyber-
space regulation mechanisms with state participa-
tion to date. Under the UN mandate, there have
been five working groups set up in the years
2004/2005, 2009/2010, 2012/2013, 2014/2015,
and 2016/2017 in order to cooperate on estab-
lishing international yet non-binding norms in cyber-
space. The final report of the 2012/2013 process
was celebrated as a breakthrough, as a consensus
emerged that “international law and in particular
the United Nations Charter, is applicable and is
essential to maintaining peace and stability and
promoting an open, secure, peaceful and acces-
sible ICT environment” among the fifteen partici-
pants, including the U.S., Russia, China, Great
Britain, France, and Germany.6 Consequently, the
permanent members of the UN Security Council
as well as ten other countries agreed that interna-
tional law is indeed applicable to the cybersphere. 

In 2017, however, this process came to an abrupt
end. Under Germany’s chairmanship, a new GGE
of twenty-five experts came together to confer
about possible challenges and risks in the area of
IT security, as well as strategies to overcome these
threats, yet without inhibiting the free flow of infor-
mation.7 Unfortunately, in the context of the
2016/2017 working group, there was no consensus
reached about a common final report, which
caused the UN-led process to flounder. The failure
was based on basic differences on the application
of international law in the cyber realm. While the
U.S. hoped for a definitive position on the applica-

tion of international law as it relates to self-defense,
international humanitarian law, and allowable
responses to cyberattacks, countries like China,
Russia, and Cuba refused such guidelines. Instead
of creating rules applying to conflict, these countries
would rather have focused on preventative meas-
ures to avoid such conflicts in the first place.8 There
are further multilateral fora outside of the UN frame-
work that work on international cyber norms (for
example, within the Shanghai Cooperation
Organization under the leadership of Russia and
China) or that focus on confidence building meas-
ures (i.e., within the OSCE). However, there is still
no international consensus about cyber norms, let
alone binding international law. 

With this background on the faltering progress at
the international level, bilateral dialogues and the
compatibility of national law initiatives are becoming
more important. This gave the Hanns-Seidel-
Stiftung (HSS) and the American Institute for
Contemporary German Studies (AICGS) at Johns
Hopkins University further reason to initiate a
Transatlantic Cybersecurity Partnership, in which
the relevant German and American actors from
academia, politics, the private sector, and the
cabinet ministries could be given space to deepen
a German-American dialogue and provide concrete
policy proposals.

National Discourses in Germany and the
U.S.
The different perspectives of threats from the cyber-
sphere, which prevent a global consensus on how
to respond to them, can be seen even between
allies such as Germany and the U.S. in their
differing national strategies. These differing views
also expressed themselves during the course of
the Transatlantic Cybersecurity Partnership. The
possible responses to a cyberattack in peacetime
were at the center of the discussion about cyber
norms. 

Generally, there was consensus that there should
be more legislative debate on both sides of the
Atlantic about cyber threats. In terms of interna-
tional norms, Germany is anchored in an EU frame-
work, similar to the United States’ Cyber Diplomacy
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Act of 2018, which focuses on the development of
international cyber norms and encourages U.S.
international cooperation in this sensitive area.9 On
the national front, the participants were unified that
the countries need to focus on minimizing their own
vulnerability and strengthening public-private part-
nerships (PPP). In the event of a successful cyber-
attack, a diversity of methodological responses can
be explained by differences in each political culture,
the composition of the security apparatus, the
legislative framework, and the resulting competen-
cies and the extent to which they are embedded in
international frameworks. Germany and the United
States set different priorities in the discussion
around hack backs and the role of the state and
the private sector. On the one hand, Germany
wants to leave the regulation authority to the federal
state (see the IT-Security Law 2015 and the
Cybersecurity Strategy for Germany 2016), but the
possibility of active cyber defense by the federal
state is currently being evaluated. In the U.S., on
the other hand, in the drafted Active Cyber Defense
Security Act, legislators are thinking about allowing
corporations and organizations that have been
attacked to take active cyber defense measures
themselves in order to get back stolen informa-
tion.10 Of course, according to the draft law, state
agencies such as the FBI’s National Cyber
Investigative Joint Task Force must be informed,
but the possibility of independent active measures
taken by private actors would be far beyond what
is being discussed in Germany. These different
legislative initiatives discussed during the work-
shops provided reason to debate the definition and
classification of cyber-attacks, the problem of attri-
bution, as well as what would constitute a meas-
ured response to a cyber-attack.

In summary, both countries are relatively at the
beginning of the legislative debate around cyber
defense. Legal and structural requirements are
being applied to developments in the cybersphere
step by step. When one considers the common
security risks, a German-American dialogue is of
absolute necessity. Though many of the questions
posed in the framework of the Transatlantic
Cybersecurity Partnership could not be answered
with certainty, the identification of shared relevant
questions, provided added value and inspiration for
future rounds of consultation. 

NOTES
1 Georg Mascolo and Ronen Steinke, “Regierung ließ russische Hacker
monatelang gewähren,“ Süddeutsche Zeitung, 1 March 2018. Online. 
2 See also: “UN GGE” on Geneva Internet Platform Digital Watch
Observatory, June 2017. Online.
3 “Wales Summit Declaration,” NATO, 5 September 2014. Online.
4 “Weißbuch zur Sicherheitspolitik und zur Zukunft der Bundeswehr,”
Bundesministerium der Verteidigung, 2016, p. 82. Online.
5 See also Michael N. Schmitt, ed., Tallinn Manual 2.0 on the
International Law Applicable to Cyber Operations (Cambridge:
Cambridge University Press, 2017).
6 “Report of the Group of Governmental Experts on Developments in the
Field of Information and Telecommunications in the Context of
International Security A 68/98*,” United Nations General Assembly, 24
June 2013. Online. 
7 “Resolution adopted by the General Assembly on 23 December 2015
A/Res/70/237,” United Nations General Assembly, 23 December 2015.
Online. 
8 See: Alex Grigsby, “The End of Cybernorms,” Survival Vol. 59 No. 6
(December 2017-January 2018): 109-122. 
9 Cyber Diplomacy Act of 2018 (H.R. 3776), 115th Congress Second
Session, 28 June 2018. Online. Passed by the House of
Representatives, but not by the Senate.
10 See: “IT-Sicherheitsgesetz,” Bundesamt für Sicherheit in der
Informationstechnik, 15 July 2015. Online; “Cybersicherheitsstrategie für
Deutschland 2016,” Bundesministerium des Innern, 9 November 2016.
Online; Active Cyber Defense Certainty Act (H.R. 4036), 115th Congress
First Session, 12 October 2017). Online.
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CRITICAL INFRASTRUCTURE SECURITY,
RESILIENCE, AND THE INTERNET OF
SYSTEMS
A U.S. PERSPECTIVE
SCOTT W. TOUSLEY

Pervasive and still-growing global connectivity
continues to shape and change our world, our
economies, our societies, and many elements of
human behavior. Along with devices and their soft-
ware and applications, the underlying infrastructure
and critical infrastructure enabling this connectivity
continues to grow in both size and complexity,
driven by societal and economic demand and inno-
vation. Most elements of this growing “Internet of
systems” remains vulnerable to attack, which
means all nations and organizations must consider
the growing risks present in an ongoing environ-
ment of growth and vulnerability. The United States
faces perhaps the largest challenge from these
risks because of its size and advanced technolog-
ical and social complexity. Its challenges are
reflected elsewhere, in countries such as the United
Kingdom, Sweden, the Netherlands, Israel, South
Korea, Japan, Australia—and Germany. In this area
of challenge—securing the growing Internet of
systems—both the United States and Germany
should understand and learn from each other
because valuable lessons can be drawn in both
directions. 

This author sees the foundational challenge as the
weak and inconsistent quality of many areas of the
Internet of systems—design, implementation, oper-
ations, awareness, training, etc. Most areas are not
good enough or fit enough for their growing
economic and social purposes. We also do not
have a realistic option of replacing major areas and
elements, so we face the most difficult challenge
of raising the quality of what we have and operate
now, and of steadily building a strong culture of the
growing Internet of systems quality. Different coun-
tries may find different ways of improving their
Internet of systems quality, so we should all look

for successes wherever they may be, and it may
be that the long-standing reputation for German
industrial efficiency and quality can show us ways
of how to improve. 

In 2013, the U.S. government published major new
guidance (Executive Order 13636/Presidential
Policy Directive 21) addressing Critical
Infrastructure Security and Resilience (CISR). This
generated a 2015 National CISR Research and
Development Plan, and the five priority areas iden-
tified in this plan provide good insight to how we
might build up the quality of our Internet of systems
and Critical Infrastructure. These include: founda-
tional understanding of critical infrastructure
systems and systems dynamics; integrated and
scalable risk assessment and management
approaches; integrated/proactive capabilities, tech-
nologies, and methods for secure and resilient
infrastructure; leveraging data sciences for stronger
situational awareness and actions consequences;
and building a cross-cutting culture of CISR R&D
collaboration.

This final priority area of cross-cutting culture is
very important, for two reasons. First, the Internet
of systems is impacting every area of our
economics and societies, including communica-
tions, power, health care, transportation, and
government, so every area is seeing a cross-cutting
culture of change. And second, education is also a
foundational element of the long-term evolution of
the Internet of systems challenge. Successful
education and training and cultural change are
necessarily intertwined.

Another major element of the EO13636/PPD-21
guidance was for NIST to lead development of a



Cybersecurity Risk Framework that can help all the
different critical infrastructure areas engage their
growing risk management challenges. This frame-
work was completed and has been recently
updated and has provided a common foundational
approach for different critical infrastructure
“sectors”, including electricity, transportation, health
care, and communications to raise the quality of
their risk management. The framework approach
has helped many different critical infrastructure
sectors and organizations strengthen their risk
management of critical infrastructure security and
resilience. However, this approach is not the end
of what is needed, because the risk management
challenge grows ever more complex, from (A) the
growing degree of mobility of the various systems
and components, (B) the still-growing complexity
and resilience uncertainty of the Internet of
systems, and (C) the challenge of managing
connected efforts of complex systems design, oper-
ations, safety, and security. Some of the recurring
difficulties in strengthening our critical infrastructure
risk management capabilities include different
architectural approaches, strategies, and imple-
mentations, so risk management across different
critical infrastructure areas and systems remains
less standardized than hand-crafted. Second, soft-
ware quality remains inconsistent and often weak,
and every critical infrastructure system is founda-
tionally dependent on the software that operates
and secures it. Third, there are difficulties of
resiliency, both focusing on known, chronic difficul-
ties versus real vulnerabilities and risks that mani-
fest only occasionally.

For several years, the National Institute of
Standards and Technology (NIST) has been coor-
dinating the Global Cities Team Challenge (GCTC),
supporting a cross-flow of ideas and experiences
for how cities and communities throughout the
country (and internationally) have been addressing
the Internet of systems challenge across their cities
and communities. There are clear connections
between critical infrastructure security and
resilience, and the security and quality of how cities
and communities are growing and leveraging these
capabilities. But it is interesting to note that the
initial years of the GCTC effort generated little focus
or insight about how “smart cities and communities”

could be secured, made resilient, and support
privacy considerations. This is why the current year
GCTC program, guided by NIST and DHS Science
& Technology, is focused on the Security and
Privacy of Smart Cities and Communities nation-
wide, again showing the pervasive challenges of
the Internet of networks. 

Another key challenge is that of the public-private
partnership. Most areas of the critical infrastructure
security and resilience problem operate astride
public and private sector organizations, rather than
one or the other. Threats, protection, monitoring,
response, and recovery are almost all combinations
of public and private sector efforts, against both
chronic and infrequent areas of the challenge.
However, the foundational motivations of public and
private organizations remain different (stability
versus profit, as one version), and combination
public and private organizations are still early in
their development and a small part of our current
capabilities. So the public/private organizational
construct may remain somewhat limited for some
time as a source of capabilities against our Internet
of systems challenges.

In many problem areas, we see very real chal-
lenges that go by names such as counterintuitive,
wild cards, paradoxes, etc. Our Internet of systems
and CISR challenges are this way also. Strategies
of structure and compliance collide with instincts to
innovate and “hack the solution,” and this tension
plays out in all areas of security. We must do a far
better job measuring our systems and their
performance, and yet many areas of our Internet
of systems challenges remain not very measurable
and reflective of the diffusive principles of entropy.
Should we choose to orient more on chronic or
infrequent problems, or on the most likely or the
most dangerous? Increasingly, what might the
insurance perspective about our Internet of things
and Critical Infrastructure challenges tell us?

In closing, threats to Critical Infrastructure and the
Internet of systems come from many different
sources—nation-state organizations, criminal
enterprise organizations, and other, more limited
threats that can still at times cause great damage.
These threats come at the many vulnerabilities of
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the Internet of systems throughout our countries,
economies and societies. And we are usually
defending against these threats with a shifting and
imperfect combination of public and private sector
organizations, against both chronic and infrequent
areas of the challenge. Years ago, this author
worked with and learned a great deal about the
very large capabilities of the civil side of the (West)
German military organization, the
Wehrbereichskommando (WBK), the
Verteidigungskreiskommando (VKK), and the like.
The West German military had developed substan-
tial and flexible military capabilities from both their
uniformed and civil areas, a character of defense
then that is also critical to leverage today. This is a
reminder that there may be some very valuable
lessons in talking with our German allies and part-
ners about how they are engaging the challenges
of Critical Infrastructure Security and Resilience
and securing and operating the Internet of systems.



It is a well-known platitude that the Internet tran-
scends national boundaries, just as it does
domestic and foreign policy. However, when count-
less information technology (IT) networks are
bound together in a global system, and more and
more countries understand cyberspace as a
domain for warfare, then one must ask the funda-
mental question of what constitutes offensive and
defensive action. Traditional definitions of cyberat-
tacks, such as “actions taken to disrupt, deny,
degrade or destroy information resident in a
computer and/or network” are too simplistic.1 This
is because, among other things, activities in cyber-
space have problems with authentication and attri-
bution of actors and are constantly changing and
ambiguous. 

A cyberattack is usually latent, as compared with
kinetic attacks, such as a rocket that has range and
explosion impact characteristics. Code is
constantly changeable and has no manifest char-
acteristics. Cyber activities can also be anything
from digital vandalism, to cybercrime, political and
economic espionage, or disruptive or destructive
military cyberattacks. The distinct areas cannot be
sharply differentiated from each other. A cyber oper-
ation developed originally for espionage can
become destructive through adding malware
modules, or gains the character of cybercrime
through selling stolen data obtained through the
cyber operation. The spectacular events of 2017—
WannaCry and Not Petya—make clear that the mix
of political and criminal goals makes it increasingly
difficult to classify the attacks. The constant
changeability of cyber operations calls into question
many governments’ classic division of labor in crim-
inal prosecution, divided between the police and

espionage units, intelligence services and defense
services, and IT security offices and defense/attack
forces. 

In addition, in political discourse, specific terms
exist, such as “lawful hacking,” “active defense,”
and “hack back,” which pose new questions about
cyber defense and offense and the territoriality of
government activity. For example, if police agencies
respond to a cyberattack with a hack back targeting
a server in a foreign country using penetrating
malware in order to gather evidence, they might
inadvertently attack a Command and Control
Server (C2) of a foreign intelligence service. This
defensive cyber-attack can quickly lead to a polit-
ical escalation. On the other hand, it would be fatal
if a criminal uses government-developed malware
to launch a cyber intrusion and the attack is then
inadvertently classified as a government attack. For
this purpose, the factors that define offensive and
defensive actions in cyberspace must be defined.
If one reviews the cyber strategies of different coun-
tries, one discovers that there is little said on what
actually constitutes the difference between cyber
offense and defense.2

This essay presents an analytical process which
helps to classify ambivalent activities in cyber-
space. It will be argued that the offensive and
defensive classification is dependent on the
following factors: Where did the action take place
(location)? Why did the action happen (intention)?
How and with what means was the operation
conducted (modus operandi)? What effect did the
action have (effect)? What is the context of the
activity? These factors should always be consid-
ered together. 
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Location of the Cyber Operation

Both the EU’s Budapest Convention (2004) as well
as the U.S.’ Computer Fraud and Abuse Act of 1986
state that the non-authorized intrusion into a foreign
system should be qualified as illegal. This is a
purely perimeter-based definition, which refers to
the place of a digital operation, and whether one is
legally online in their own network, or that of
someone else. According to this definition, defen-
sive activities can be understood as those that
secure your own perimeters and take place on your
own system. Defensive measures can include tech-
nical, preventive measures such as firewalls and
anti-virus systems, but also organizational
processes such as digital rights management and
update policies.3 The active collection of informa-
tion through intrusion detection systems, honey
pots, “threat intelligence,” or the use of Hunter-
Teams is usually based in your own perimeter and
in your own organization. If an external service
provider such as CloudFlare is used to mitigate
denial of service attacks, to reroute destructive data
(“sink holing”), or to block certain servers or IP
addresses, it is no longer merely passive defense,
but it still takes place in your own legal sphere and
national jurisdiction.

According to this location-based typology, offensive
actions are those that take place in a foreign
network. This includes spying on foreign IT systems
or intruding into their systems, either with malware
or social engineering. 

Intention of the Cyber Operation 

Purely location-based definitions usually ignore the
motivation or intention of the cyber actor, which is
central for classifying the cyber event. An ethical
hacker, who uses an offensive cyberattack to
perform penetration testing of a company’s
network, or to test foreign IT systems’ weaknesses,
would be classified as a criminal actor according to
the location-based definition. Making white hat
hackers criminals through vague legal bureaucracy
is a huge problem for cybersecurity. 

Location-based definitions are blind to defensive
actions that happen outside one’s own perimeters,

as well as to offensive actions taken for defensive
purposes. Another grey area is the use of a
“beacon,” which lures the potential attacker to data
in your network that appears to be of special
interest, but when the data is extracted, it sends
the IP address and the location of the attacking
computer back to the data’s original owner.
Technically speaking, a beacon is malware that
infects a foreign computer, but the intention behind
it makes it defensive rather than offensive. “Bot
vaccination,” which includes offensively hacking
and forcefully patching a remote-controlled
computer, also has a defensive goal. Other offen-
sive actions taken for defensive purposes that fall
in this grey area include taking over enemy
Command and Control (C2) infrastructure or botnet
servers in foreign countries with malicious software.
Intelligence services call such actions “active
defense,” and this includes the observation of a
cyber attacker on its own system in order to be
prepared for attacks. Active defense via beacons
or honey pots does not have to be limited to one’s
own perimeter.4

The reason for hacking is therefore a critical part of
the analysis for classifying a cyber intrusion. One
can differentiate between ego-driven motives, such
as personal gain or infamy; political motives, such
as “signaling,” propaganda, political espionage,
coercion, and retribution; and economic motives,
including financial gain and espionage. An inter-
esting phenomenon in differentiating between
these motives is called “fourth-party collection,”
when intelligence service A hacks the C2 infrastruc-
tures of intelligence service B, and in the process
observes how B is spying on target C.5 Whether
intelligence service B’s actions are considered
offensive once they are discovered depends on
whether they share the information they obtained
through espionage with intelligence service A. 

The effect of an action is therefore just as important
as its motivation, as will be outlined below. Ethical
motivations, such as the increase of collective
security through forced patching, can be rated
through the purity of the motives (deontological
ethics), as well as through the consequences of
the actions (consequential ethics). The purpose
does not always justify the means used, and even
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good motivations can cause damages, for example,
when a computer that has been forcefully vacci-
nated no longer functions. 

Of course, multiple motives can overlap, which is
why motivation-based definitions of offensive and
defensive actions are not enough. The WannaCry
incident from 2017 appeared to be a classic
ransomware incident, with the aim of financial gain.
In reality, it also had a political objective. The inten-
tion of an incident is often not easily determined.
Due to ambiguities in the digital sphere, problems
with attribution, and the frequent absence of claims
of responsibility, the motivations are often not clear
and should be regarded with caution. For a cyber
defender, it is often not clear whether a hacker is
infiltrating a system due to espionage or with
destructive motives, which is why often the worst
is assumed. Often the indicators of compromise—
i.e., the digital footprints—reveal the motivation. 

Modus Operandi

Similar to a break-in at someone’s home, with a
cyber intrusion, the type of action and the choice of
means—the modus operandi—illuminates much
about the professionalism and implicitly also the
motives of the attacker. Thus, analyzing the modus
operandi helps with the classification of acts as
offensive or defensive. When the goal is to remain
undiscovered for the longest possible period, the
attacker will put great effort into trying to hide,
which, depending on the complexity, often speaks
for an intelligence service. Military cyber operations
in time-sensitive situations are less interested in
camouflage than military targets which can be
immediately destroyed. Cyber criminals do not
have the financial resources to develop Zero Day
exploits, and they therefore use well-known secu-
rity weaknesses. Cyber criminals frequently use a
form of monetization with a large amount of
automation, i.e., sending massive numbers of spam
or phishing mails. The choice and characteristics
of the target and the boldness of the attack, its
complexity, and its camouflaging are all parts of the
modus operandi of the attacker. The choice of
target also reveals much about the motivation
behind the incident. 

The modus operandi influences the political cate-
gorization of an incident and is closely associated
with the process of attribution.6 Without exact
forensics and analysis of the incident, valid attribu-
tion cannot be made. This is especially important
for false flag operations, since with false attribution
an innocent third party could be harassed.
Pretending to be someone else while breaking into
highly sensitive networks of a country might
produce more severe political reactions in contrast
to cases where an attacker gains access to a
network due to a badly configured firewall. The
same circumstances play a role in the many cyber
incidents occurring around the inadvertent data
leaks.7

The modus operandi can be determined through
the tools and scripts used in a cyber operation.
Here there is also a certain ambivalence, so that
these criteria should not be used alone. Offensive
and defensive cyber operations are based on
similar skills and often use the same tools, including
those previously installed. This is called “living off
the land.” Such a circumstance makes the classifi-
cation of cyber weapons quite complex.8

Effect

Just because a system or network has been
hacked does not automatically mean that negative
consequences should be expected. Most cyber
incidents produce only slight, hardly recognizable
effects. Many cyber operations successfully pene-
trate a network but fail when delivering the payload.
They fail due to defensive mechanisms, which by
definition prevent negative ramifications of an
attack.9 It also can happen that an intruder does
not find something in the system that he’s looking
for and leaves empty-handed. The malicious
WannaCry software could have had a greater effect
had there not been coding mistakes in the integra-
tion of a “kill switch.” Alternatively, a successful
hack of a honey pot or a fake network is actually a
tactical failure if the modus operandi is revealed in
the process. For the same reason, a tactical
success can also be a strategic failure. 

One can also differentiate between quality and
scope of an effect. One can differentiate levels of
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quality of an incident as follows: a temporary inter-
ruption, a semi-permanent destruction of data or
systems (through a “wiper” module), permanent
physical destruction (e.g., Stuxnet), or as the exfil-
tration and manipulation of data. To produce kinetic
effects takes an enormous amount of time and
resources and therefore seldom occurs.10

A Distributed Denial of Service (DDoS) attack is
easier because it lasts just a few minutes, or at the
most, just a few days. If a company network stops
working due to malicious software, it is often a
matter of days or weeks until a backup is up and
running and business can return to normal. Political
or economic espionage operations usually only
produce indirect costs, such as the underestimated
psychological effects of the lack of trust in your own
system or processes, or negative externalities in
the form of insurance costs, and the loss of compet-
itive advantage through the theft of intellectual
property.11

The Tallinn Manual, which attempts to apply inter-
national law to cyberspace, provides a helpful
typology for rating the effects of cyber operations.12
Digital incidents which cause human injury or loss
of life, or which damage or destroy physical objects,
can be classified as use of force according to inter-
national law. Retaliatory actions or the right to
defense can be activated when the incident can be
compared to an armed attack. 

As this is a legal grey zone, the severity, the imme-
diacy, the directness, the invasiveness, the degree
to which the effects can be measured, the military
character, the state participation as well as the
assumed legality must be considered. The severity
describes the previously named spectrum from
disruption to destruction. Immediate consequences
count more than hypothetical losses in the future.
The direction describes the units in the chain of
causation from source to effect. For example,
economic sanctions usually have long-term effects
and create collateral damage. An armed, physical
attack has direct effects. Collateral damage
describes the range of the effects. But system
failure in hundreds of countries because of the
WannaCry incident can also influence the severity.
The more innocents are affected, the worse the

incident. The intrusiveness describes the degree
to which operations penetrate a state’s critical func-
tionality: the more secure and sensitive a state
considers a system, the more invasive it will
consider the attack. 

The military character can usually be identified
through targeting, since militaries usually attack
other military systems according to international
law, and only attack civilian infrastructure based on
the jus in Bello concept, when these supply military
structures. It is usually difficult to identify whether
an operation is state-sponsored or operated. The
same goes for the criteria of the assumed legality. 

A direct, immediate cyber incident with many
visible, long-term collateral effects will be more
likely considered an offensive act than a qualita-
tively smaller and shorter incident such as a DDoS
attack. 

Context

The phrase “context is for kings” is also applicable
in cyberspace. The context of a cyber incident has
an immense influence on how these will be politi-
cally assessed, and which reactions would be
reasonable.

That is why it plays a role if a cyber incident is a
singular event or takes place at the end of a chain
of events or is part of a longer cyber campaign.
Path dependencies of historical events are relevant
for classifying cyber incidents. Cyber escalations
between two actors who have a history with each
other tend to intensify.13 Cyber conflicts with a
longer history can also lead to the problem that
each actor knows his enemy’s red line and politi-
cally instrumentalizes it. 

The gravest contextual condition is the question of
whether a cyber operation takes place during
peacetime or in the context of an armed conflict.
This determines in many countries when certain
actors or institutions become active. Military
hackers play a role especially in the context of
armed conflict. There, the usual international law
restrictions apply to cyberattacks in the framework
of self-defense, and the victim can either respond
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in kind or with other methods. Spying on a target
through military reconnaissance must be evaluated
differently during a conflict than in peace time,
where defense against espionage or the law
enforcement authorities would call the actions to
account. 

The subjective, psychological perception of inci-
dents should not be underestimated. The actual
damages must be differentiated from perceived
damages and must influence whether the victim
interprets the cyber incident as offensive. 

There is surely an additional long list of contextual
factors that should be considered. As with all
government activities, interpretation and perception
play a role in whether a state sees its own action
as aggressive or offensive. 

Conclusion

It is difficult to generalize about cyber incidents,
because each one has very individual characteris-
tics and contexts. It is no coincidence that cyber
forensic companies look at most incidents on a
case by case basis, and rarely make inductive
generalizations. Quick generalizations and catego-
rizations can lead to mistaken conclusions and to
wrong political consequences. Thus, it is difficult to
say if a cyber incident was offensive or defensive
in nature. Often when there are immediate, visible
effects such as physical damages, the judgment
seems easier to make. These cases are only a very
small minority.

Most cases occur in a hybrid spectrum underneath
the threshold of an armed attack. Digital incidents
show a high degree of ambiguity and changeability,
which is why they can’t be put in tight legal frame-
works. This is the reason why in many countries
there is a question of which agency has purview,
for example when an operation mixes criminal and
political intent. Would this then be under the law
enforcement agency’s purview or a job for the espi-
onage defense officials? The question of whether
a cyber incident is defensive or offensive is usually
based on the combination of the legal, technical,
and political analysis of the incident. The three
levels of analysis must not be congruent with one

another. However, the factors of place, intention,
modus operandi, effect, and context of the political
classification and determination of response reac-
tions—no matter whether those responses are
digital or analogue—must be considered as a
whole, and given enough time for analysis. 
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Maxwell Aitken, the first Baron of Beaverbrook
(1879-1964), was a successful Canadian-British
businessman, a newspaper editor, and, even in
younger years, an influential grey eminence in
British politics. Given his experience in dealing with
money as well as with public opinion, he advanced
to the position of the Minister of Information of the
British government during World War I. Unlike
many of his fellow countrymen, Aitken understood
the great significance of the so-called war with
words. He considered propaganda the “‘popular
arm of diplomacy’ in which ‘the munitions of the
mind became not less vital for victory than fleets or
armies.’”1 The “munitions of the mind,” i.e., the idea
of shaping both domestic and foreign public
opinion, were used long before and after his time
in office. 

Nowadays, the contest for public opinion becomes
even more important “as we learn more and more
about the workings of the human mind in an era
where nuclear weapons could readily destroy all
human life on the planet, propaganda and psycho-
logical operations (as they are now called) have
become genuine alternatives to war.”2 In 2005,
former U.S. Secretary of Defense Donald Rumsfeld
emphasized the importance of public support
during the Iraq war in an interview with the German
magazine Der Spiegel: “The powerhouse of the
Iraq war is not in Iraq. We do not lose battles and
skirmishes there. Look, the real battlefields are the
public in your country and our country.”3

The combatants on this battlefield are, of course,
not only domestic. The freedom of expression in
liberal democratic orders is both one of their funda-
mental pillars and their Achilles’ heel, used by their
external opponents. During the Cold War, Russia’s

dezinformazia aimed at this seemingly weak target,
especially in the young German Republic.
Disinformation campaigns were aimed at exploiting
already existing social cleavages and conflicts, as
for example the student movement in 1968 or the
peace movement in the 1980s.4 Meanwhile, China
devised its own strategy of influencing narratives
in foreign states. It started to create an incremen-
tally more convincing new baseline of its own
history. Since then, the perception of the once repu-
diated aggressive regime of “Cultural Revolution”
has significantly shifted in many parts of the world. 

Today the public sphere is still a battlefield in
Germany, as well as in the United States of
America, but in new dimensions: The war with
words is fought with binary codes and on a global
scale. Via social media channels and often auto-
mated bots, malign actors are capable of deliber-
ately spreading disinformation, thereby reaching
an audience on a hitherto unforeseen scale.5
Moreover, as concerns nearly all matters in cyber-
space, there are barely any international norms
regulating the spread of propaganda, let alone
binding rules or solidified sanction mechanisms.
This extent of digital propaganda today employed
by state and non-state actors represents a common
threat for both states.

The Hanns-Seidel-Stiftung (HSS) and the American
Institute for Contemporary German Studies
(AICGS) at Johns Hopkins University invited many
renowned German and American experts repre-
senting various professional backgrounds and
perspectives on cybersecurity to build a transna-
tional working group to find agreement on norms.
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The U.S. and German participants of this working
group agreed on common principles, like securing
the free democratic order on both sides of the
Atlantic, as well as stabilizing and shaping a
sustainable future within. This democratic order is
at risk following the increase in importance of the
role of the digital-marketing industry on the one
hand, and the increased use of social media for
hybrid warfare on the other. Hate speech, “Fake
News,” and specific disinformation campaigns
target the heart of democracy when they interfere
in the free, equal, and secret elections of the parlia-
ments of both nations. The working group
subsumed all these threats under the term of
“digital propaganda” and pointed out that the focus
of the current public and political debate should
include many more activities, such as data theft
and data security. The response to digital propa-
ganda—retaliation and resilience in a war with
words—has to have the same importance and
significance in the political agenda as it does in the
public discourse.

The German and the U.S. security authorities, as
well as the participants of the working group, are
aware of the fact that there is not one responsible
protagonist in the conflicts related to digital propa-
ganda, but there can only be one common reaction.
One-sided blaming on individual social media plat-
forms and the systematic fake news or so-called
“Dark Ads” submitted with novel digital marketing
tools are wrong and do not lead to finding sustain-
able solutions. Individual state actors, radical polit-
ical groups, and other non-state actors that try to
destabilize democratic systems by using digital
propaganda cannot always be accurately attrib-
uted. According to the working group, in times of
hybrid warfare online, traditional and stereotyped
conceptions of an enemy such as Cold War Russia
or Cultural Revolution China are no longer
convincing. The concepts of the enemy in the war
with words has to be reevaluated.

As a matter of diverse history of law as well as
diverse legal practice, there have to be different
solutions for the same problems for both nations.
Because of that, the working group defined distinct
fields of action for both countries to provide solu-
tions for the causes and effects of digital propa-

ganda in the future, to include the media, digital
economy, politics and the state, civil society, and
individual media skills of the general population.
There is no question that every single person in
both countries needs a pronounced ability to form
his or her own opinion in times of daily information
overload.

Relating to the field of “Politics and the State,” the
working group discussed, for example, the intro-
duction of a “Bot Labeling System,” controlled by
the state, which would warn the user of possible
automation intended to influence readers’ percep-
tions. In addition, the experts agreed that media
literacy education is extremely necessary for all
ages.

Relating to the field of “civil society” there are
various possibilities for both countries. One could
be the development of institutionalized “Fact-
checking Gateways” as well as the development of
state-initiated party-neutral institutions of political
education, such as the German Federal Agency for
Political Education. 

The contributions following in this volume summa-
rize the digital propaganda working group’s findings
and highlight the action frameworks on both sides
of the Atlantic for hybrid warfare in the future.
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Understanding Disinformation and Digital
Propaganda
Today’s interconnected societies have largely
benefited from the Internet. The world-wide web
enables unlimited information sharing, communi-
cation, and transactions. Some argue that data has
replaced oil as the world’s most valuable resource
going forward.1 A whole new data-driven economy
has emerged. Ad-based social media platforms and
smart technologies such as Artificial Intelligence
(AI) have a considerable impact on our societies—
on business models, on media companies, and on
the privacy of our citizens. From a mere technolog-
ical viewpoint, digitization is not political as such.2
Yet it enables new societal practices and thus
becomes political. 

Policymakers on both sides of the Atlantic have
become increasingly aware of the challenges in
conjunction with the success and spread of social
media. On both sides of the Atlantic, digital propa-
ganda and fake news in particular are regarded as
harmful. The United States and the European
Union share the experience of targeted disinforma-
tion campaigns, the majority being conducted from
outside our countries. According to a recent
Eurobarometer poll, 85 percent of Europeans view
fake news as a problem in their countries, and
nearly as many consider fake news a threat to
democracy.3 As Christian Democrats in the
German Bundestag, we consider the spread of fake
news and targeted disinformation campaigns a
challenge to the integrity of our liberal, democratic
discourse.4

The long-term effects of social media on our society
also need closer scrutiny. Historian Niall Ferguson

has studied the history of social networks and
recently compared the world-wide web to the inven-
tion of the printing press more than 500 years
ago—with a worrying analogy of its social conse-
quences.5 Ferguson notes that individualization
and massification, the dissemination of fake news,
hate messages, and incitement, as well as the rise
of religiously-motivated conflicts, increased during
the first decades after the printing press was
invented and before new rules and standards were
established. Drawing from these dynamics,
enhancing the resilience of our societies and
complementing such measures with new forms of
social media regulation should be the first priority
from a parliamentarian point of view. Moreover,
social media platforms need to take on more
responsibility and need to cooperate with the public
sector and civil society in order to actively combat
disinformation, election meddling, and digital prop-
aganda.

Enhancing Resilience of Our Societies

Digital propaganda and disinformation campaigns
aim at undermining institutions and the fabric of
society.6 The most critical task in our democracies
is thus to increase resilience in order to be less
vulnerable and to better confront new challenges.
Resilience demonstrates the ability to resist adver-
sary campaigns, to flexibly adjust and to swiftly
recover from disruptions. It needs to be rooted in
our minds and our democratic institutions.
Enhancing resilience to cope with online disinfor-
mation comprises measures by the political institu-
tions and governments, the security sector, the
education system, civil society, and social media
companies.
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Resilience ground work entails a stronger focus on
digital literacy. Students of all ages should be able
to follow comprehensive media and information
literacy courses. They need to understand what
algorithms are and how the ad-based business
models of social media platforms function. Our
society also needs to learn how to distinguish high-
quality and trustworthy pieces of information from
fake news or mere propaganda. Measurements of
media and information literacy could even be added
to the OECD’s PISA rankings.7

Resilient societies also require strong democratic
institutions. Political institutions, media, and civil
society have to increase their efforts to explain and
discuss politics in a credible, transparent, and
concise way. Politicians and civil servants need to
work toward more effective and credible institu-
tions. Public awareness of digital propaganda or
disinformation should be raised concertedly with
the media. In acute cases of disinformation
campaigns, both governments and media should
react in a timely and proportionate way without
citing rumors, as otherwise these would receive
more attention. Additionally, security agencies,
governments, and the media should follow a clearly
defined schedule on how to answer acute disinfor-
mation campaigns. 

A broader understanding of resilience also takes
into account technical and organizational resilience.
As online campaigns frequently draw on leaks and
hacks, both the public and the private sector need
to enhance the security of their information
systems. Germany, for instance, published a
comprehensive cybersecurity strategy in 2016 and
established an early-warning system for cyber espi-
onage or attacks. Making societies as resilient as
possible also entails secure election systems. In
Germany, citizens vote on paper and no voting
machines are used. The data is aggregated on
computers without connection to the Internet. As a
result, experts consider a hacking of voting tech-
nology unlikely: “Voters’ heads are by far the more
vulnerable target,” Brookings expert Constanze
Stelzenmüller concluded in her testimony before
the U.S. Senate Select Committee on Intelligence.8

Societal resilience can be further increased by
supporting the media in delivering high-quality jour-
nalism and sustaining its financing to make it less
vulnerable. Moreover, tools such as source trans-
parency indicators or verified content labels could
be established by the media to recognize their
outlet as trustworthy and to empower citizens.
Cooperation between the media and fact-checking
institutions also contributes to high-quality jour-
nalism and to the debunking of fake news. Above
all, reporters need continuous training. They should
always check the trustworthiness of their sources
and be aware of the agenda behind the information. 

Addressing Disinformation and Digital
Propaganda through Legislative Means 
Measures for more resilient societies and demo-
cratic institutions need to be accompanied by
concise rules for social media companies and users
posting online. When developing social media
regulation and drafting legislative proposals in this
realm, the main objective should be not to re-invent
the wheel, but to draw from existing regulation in
related domains. 

One option policymakers in Germany and else-
where should consider more seriously is to apply
traditional media law more rigorously in the digital
world as well. Social “media” platforms have been
exempted from traditional media laws thus far. But
they must take on more responsibility as a filter for
content quality assurance and therefore must
prevent the spread of false information, enforced
by law if necessary. As a suitable analogy, we
should think of Facebook not as a word processing
program or telephone line, but as a medium such
as television, radio, or newspaper. Facebook has
rejected the idea of being a media company so far,
claiming it would just host information, not produce
it, as the company intends not to be subject to
media regulations. However, as the Facebook algo-
rithm selects stories and pieces of information,
Facebook could be considered a media company.
Therefore, editorial rules must apply: It should at
least be comparable to the task of newspaper
publishers that are responsible if inappropriate
content was published in the letter to the editor
section and they had not met their requirements of
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examination. In Germany, the discussion on the
right to rebuttals, a concept borrowed from German
press law, has not yet come to a conclusion on the
federal level as press law lies in the realm of the
German states. However, existing technological
possibilities need to be utilized to post rectifications
after users have seen posts of fake news or disin-
formation.9

First concrete initiatives have been launched in
order to address disinformation and digital propa-
ganda. The European Commission, for instance,
convened a Multistakeholder Forum on
Disinformation to develop a Code of Practice (CoP)
that should serve as a self-regulatory framework
for online platforms and advertisers. It should
include inter alia more transparency about spon-
sored content and political ads and detailed infor-
mation on algorithms that prioritize the display of
content as well as labels and rules for bots and the
fight against fake accounts. It will further demand
social media platforms to improve “the findability of
trustworthy content.”10 The EU-wide CoP are
supposed to produce tangible effects in the months
following its publication. If these results are not
satisfactory, the Commission plans to take other
steps that might include regulatory measures.

With the Network Enforcement Law, passed in
2017, Germany has taken a first important step
against hate speech on the Internet. The reasoning
behind this law was that international social media
companies have to comply with the German legal
order if they make their services accessible to
German users. The social media companies are
thus responsible for what happens on their plat-
forms. However, this can only be a first step in the
field of social media regulation. Social media plat-
forms also should provide more transparency about
their business models and algorithms in order to
aid researchers in closing research gaps.11
Furthermore, social media platforms should provide
more information about the sponsors of political
advertising, the amount spent on the political ad,
as well as targeting parameters.12 Possible future
legislation should also consult anti-trust regulation
so that big social media platforms cannot abuse
their market power to react very slowly to the
demands by civil society and political institutions. 

Establishing a Long-term Understanding
about Disruption in Our Societies

New forms of regulation and measures to increase
resilience are the two main areas in which national
parliaments can act against disinformation and
digital propaganda. Quick fixes, however, would
not be desirable; sustainable multi-stakeholder
engagement is required instead. The long-term
effects of social networks on our society as a whole
need further investigation by the academic and the
political spheres. New regulation can only be devel-
oped on the basis of a deeper understanding about
the impact of social media platforms. On that basis,
legislation about media law and anti-trust regulation
will need to be adopted. 

Apart from disinformation and digital propaganda,
other fields for social media regulation have been
widely discussed following the Cambridge Analytica
case. Data protection concerns have been central
to the European reaction to the scandal. Data
protection is a fundamental right enshrined in the
EU Charter of Fundamental Rights (Article 8) and
needs proper enforcement.13 Another issue for
consideration could be to subject social media plat-
forms to the secrecy of telecommunication if they
provide telecommunications-like services. This
could also include the application of data retention
laws to social networks, implying that personal data
might be saved for no longer than 90 days.

A wide array of areas need legislative clarification—
the transatlantic exchange on common challenges
and possible solutions therefore remains vital. On
the parliamentarian level, we could foster cooper-
ation through more institutionalized formats. Taking
concerted measures to enhance resilience in our
societies would make it harder for adversaries to
undermine confidence in democratic institutions or
to generate confusion via online campaigns. 
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Politics and the state are facing new challenges
posed by digital propaganda and cyber threats
since the obvious aim of those digital propaganda
campaigns and cyberattacks is to undermine
democracy, to weaken the credibility of the govern-
ment and the elected, and to jeopardize state insti-
tutions and critical infrastructures. There are
several ways for governments to counter digital
propaganda, “fake news,” and cyber threats posed
by state actors, although governmental institutions
can sometimes only provide a small contribution to
the solution of this problem. 

Digital Propaganda

As far as digital propaganda is concerned, the so-
called “Lisa Case” in Germany illustrates that offi-
cial statements won’t stop a good fake news
campaign (see next page). People who—for what-
ever reason—believe that the authorities are
against them or not willing to protect them will trust
in the rumor-spreading campaign rather than offi-
cials denying those rumors.

However, that does not mean that official state-
ments aren’t crucial for the damage digital propa-
ganda may cause. Bad public relations on the
official side may even fortify the propaganda
campaign. Therefore, a conclusion one should
draw from the “Lisa case” is that official commu-
niques should be quick, transparent, and accurate.
If the official reaction to serious rumors comes too
late, this will be understood by some people as a
confession of guilt. The withdrawal of information,
even if for the best of reasons, as well as the fact
that authorities may have to correct their statement
later on, may be taken as an affirmation of the
rumors. 

This is nothing new and has been true for “offline
propaganda” as well. But thanks to social media
and electronic forms of communications, digital
propaganda and fake news spread much faster
and can reach more people in the target audience
than before. This means that authorities have to
react much more quickly and precisely when accu-
sations start to spread via social media channels.
The government and authorities should make
every step and decision transparent and compre-
hensible to the furthest extent possible.

Although the possibilities to react directly in this
battle of information and propaganda are limited
for authorities and politicians, there still remain
some fields of activity on which the state may act.

People are more vulnerable to digital propaganda
the less they are informed about democratic insti-
tutions, the political system, and the constitutional
state. Since people cannot be forced to read or
learn about these things, the state can at least
provide influencers like teachers, local politicians,
NGO activists, and other “active citizens” with infor-
mation and educational material. 

For instance, in Germany the German Federal
Agency for Civic Education (Bundeszentrale für
politische Bildung, BPB) was established in 1952
in order to educate the German people about
democratic principles and prevent any moves to
re-establish a totalitarian regime. It provides citi-
zenship education and information on political
issues to all people in Germany. To foster an
awareness of what democracy is and to encourage
participation in politics and social life, the BPB
publishes books, leaflets, films, and other educa-
tional material on the major issues of our times and
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in all areas of politics. This is not the only way the
state can encourage citizens to engage in the
democratic process. A lot of political and scientific
foundations, institutes, and other NGOs have
devoted themselves to political education. In
helping to fund these institutions—in a way and
with an amount of money that does not challenge
their independence—the state can contribute to
these goals without having to engage directly in
this field.

Another example is the public service broadcasting
system in Germany (and other European countries
like the BBC in the UK). The idea of a public service

broadcasting system is that those broadcasting
stations are—unlike private enterprises—funded by
taxes or fees and do not have to rely on advertising
revenue to finance their program. In return, the
public service broadcasting systems are obliged to
provide citizens with politically neutral or well-
balanced information on political, educational, and
cultural issues. To maintain their political independ-
ence, there are several safeguards in place to
prevent politicians or governments from influencing
the program and news coverage, bearing in mind
the misuse of state-owned media for state propa-
ganda during the Third Reich in Germany.

A new and completely different approach to foster
civil society in the age of social media and digital
communications in Germany is the Network
Enforcement Act (Netzwerkdurchsetzungsgesetz).
This legal act was adopted by the German parlia-
ment in 2017 and went into force on January 1,
2018, is the reaction of the German legislature to
the increasing amount of hate speech, fake news,
and illegal content in social networks. The aim is
not to prohibit this content, which is already illegal
anyway, but to encourage the social media
providers to do more to prevent this illegal content
from being distributed through their services.

One of the main principles of German telecommu-
nication and internet law is that access and content
providers cannot be held responsible for third-party
content distributed throughout their networks. They
are only obliged to delete questionable content if
they are informed about it by someone or if it comes
to their attention in some way. Since the legislature
observed that too much illegal content stays online
for too long, the new law obliges social media
providers to maintain a functioning system to alert,
identify, and delete illegal content. If they provide
their services in Germany or to German customers,
they have to react to each notification of illegal
content and have to make sure that obviously illegal
content is deleted within 24 hours and all other
illegal content within 7 days. High fines of up to
€50 million are possible in cases of non-compli-
ance.

The Network Enforcement Act was controversial in
the public discourse. The criticism focused on the
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“LISA CASE”

Lisa was a girl who, according to the outcome
of the official investigations, ran away from
home for one day and stayed at a friend’s place
where they had sexual intercourse. Since she
was only 13 at this time, this person later was
charged with sexual intercourse with a minor
and producing child pornography. Since “Lisa”
and her family were immigrants from Russia,
Russian media, especially RTV, started a
campaign saying that she was kidnapped and
raped by refugees, which rapidly spread
throughout social media channels. Even the
Russian Minister for Foreign Affairs Sergey
Lavrov gave a statement and accused German
authorities of covering up the crime. This narra-
tive took place in January 2016, the year after
nearly a million refugees from Syria and other
mainly Arabic countries came to Germany. The
local police authorities quickly denied that the
girl had been kidnapped or even raped, but
nevertheless the campaign went on and led to
concern, agitation, and even demonstrations
within the local group of Russian immigrants.
The rumors were fueled by the fact that the
authorities in the first statement denied that any
crime had been committed, but later had to
clarify that they were investigating a criminal
case of sexual intercourse with minors. The
police justified the initial statements with their
aim to protect the girl.



fact that the providers may be forced to act as a
judge instead of the courts and that they may tend
to “overblock” content in fear of the high fines for
not complying with the law. But after the first seven
months it can be stated that these worries were
baseless: The amount of content deleted due to
the new law is very low compared to the content
deleted for other reasons, especially for non-
compliance with the terms of use. And there have
been virtually zero complaints about content
deleted or “censored” without reason due to the
Network Enforcement Act. On the other hand, the
providers massively increased their German-
speaking staff working in the departments for
reviewing and deleting questionable postings. 

Whether the Network Enforcement Act will achieve
the aim of reducing hate speech and illegal content
in social networks is still under review, but at least
it seems to be a little step forward to maintain some
minimum etiquette on social networks and to
reduce the misuse of social networks for digital
propaganda.

There have been discussions on additional regula-
tory measures not covered by the Network
Enforcement Act or other laws. One proposal is an
obligation to detect and label non-human contribu-
tions or contributors in social network discussions.
Those so-called social bots played an important
part in earlier digital propaganda campaigns by
commenting, supporting, sharing, and even issuing
politically extreme postings and fake news. The
development of technologies to detect such bots is
still in an early phase; there will never be a 100
percent correct detection rate since the creation of
social media bots is ongoing. But at least such a
measure can raise awareness of the fact that a lot
of the supporters of a specific campaign may in
fact be computer programs.

Last but not least, it should be mentioned that very
severe cases of fake news may result in criminal
investigation and charges. This may be the case if
the assumptions are insulting or defamatory. In
Germany, the incitement of the people and the
denial of the Holocaust are criminal offenses,
whereas those expressions may be protected by
freedom of speech in the U.S. 

But it is also clear that the contribution of criminal
courts in the field of digital propaganda will only
have minimal results since a well-planned propa-
ganda campaign will be able to avoid crossing this
line. And in the rare case that an individual may be
sentenced, this bears the risk that he or she may
become a martyr among his or her supporters and
fuels the campaign instead of stopping it.

Cyber Threats in General

But it is not only digital propaganda jeopardizing
the reliability and stability of democratic states and
institutions. Governmental institutions as well as
companies and society must be able to face all
kinds of cyber threats posed to them by state and
non-state actors. As such, the German government
and the EU took several measures in the last few
years.

The main legislative measure aside from the
Network Enforcement Act on the European level is
the Network and Information Security (NIS)
Directive from 2016, which had to be transposed
into national law by May 2018. It aims at estab-
lishing Computer Security Incident Response
Teams (CSIRT) and National NIS Authorities in the
EU member states, an EU-wide cooperation group,
and a CSIRT network. It also provides security
standards and obligations to notify operators of so-
called essential services, including energy, trans-
port, water, banking, financial market, and digital
service providers of serious incidents.

One of the most important measures needed in
light of growing cyber threats is capacity building
within the competent authorities and companies.
The German Federal Government already estab-
lished the Federal Office for Information Security
(Bundesamt für Sicherheit in der
Informationstechnik, BSI) in 1991. Its main tasks in
the beginning were the encryption and security of
governmental communication and the certification
of IT systems for the handling of restricted informa-
tion. More recently, the BSI Act, which established
the office, has faced two major amendments in
2009 and 2015 adding competences to protect
governmental networks, develop IT security stan-
dards, and set standards for essential service
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providers. These regulations became the blueprint
for the previously-mentioned NIS Directive). The
BSI has also acted as the CERT for the federal
government since 1994 and the CSIRT since 2017
and is—since 2018—the National NIS Authority in
Germany.

Since 2011, the work of the BSI is complemented
by the National Cyber Defense Center (Nationales
Cyber-Abwehr Zentrum, CyberAZ)). This is a coop-
eration platform of several federal authorities (BSI,
Federal Police and Federal Criminal Police, the
intelligence services, the civil protection and
disaster assistance, and the German armed forces)
with the task of collecting information on cyber
threats and cyber incidents. Its main products are
situation reports and detailed warnings and recom-
mendations concerning cyber incidents for state
authorities and companies.

One of the most recent developments in the field
of cyber capacity building is the Center for
Information Technology in the Field of Homeland
Security (Zentralstelle für Informationstechnik im
Sicherheitsbereich, ZITiS), founded in 2017. It is
meant to act as a center of expertise for technical
questions concerning security authorities. It is doing
research and development on methods, tools, and
advice for security authorities, e.g., in the fields of
digital forensics, lawful interception, and crypto
analysis.

With technology changing and rapidly developing,
the threats posed to and by information technology
are developing as well. This means that policy-
makers and governments have to be aware of the
cyber challenges and to keep their eyes on new
developments to be able to react appropriately to
cyber threats and digital propaganda.

38

DIGITAL PROPAGANDA



Numerous factors complicate efforts to combat
digital disinformation, not the least of which is the
near impossibility of establishing a universal set of
standards that could define what is and is not “disin-
formation.” This taxonomic dilemma is amplified by
different cultural and legal standards related to
freedom of speech. Protected free speech in the
United States, for example, is vastly different from
freedom of expression in Germany. Unlike terrorist
content or child pornography, both of which plainly
and egregiously violate societal norms and, in
some cases, federal and international laws, digital
disinformation falls into a difficult-to-codify gray
zone. Democratic governments and social media
platforms are loath to regulate this space, for the
justifiable and perhaps laudable fear of being seen
as “arbiters of truth”—a role that is anathematic to
free, open exchanges of information. 

Of course, authoritarian and autocratic regimes
face no such misgivings in their efforts to regulate
content online. This creates an uneven playing field
where the rules and norms that apply to democratic
players are simultaneously ignored and exploited
by undemocratic ones. Because malign foreign
actors often mimic the vitriolic and polarizing
messages and themes championed by certain
domestic groups, it is enormously challenging to
disaggregate protected speech from foreign influ-
ence operation. This is especially true in the United
States, where the First Amendment provides broad
cover for those who seek to hijack and manipulate
public discourse. Any effort to coordinate a
response to digital disinformation, whether offen-
sive or defensive in nature, must therefore recog-
nize that democratic societies, at least in the short
term, are fundamentally more vulnerable to infor-
mation operations than authoritarian ones.

While it is important to understand this imbalance,
it is equally important to resist the urge to under-
mine freedom of speech or expression in the name
of national security. Doing so would not only
weaken democracy, it would validate the repressive
tactics authoritarians use at home. It is therefore
essential that policymakers dogmatically adhere to
our values in order to avoid unintended negative
externalities in the search for a “solution” to compu-
tational propaganda. This is not just a matter of
principle but of strategic necessity: we cannot allow
our very real need to protect the credibility of infor-
mation to erode the very values that foreign influ-
ence operations seek to destroy. Put simply, we
must not become our adversaries to defeat them.

Instead, governments in free societies should work
within the parameters of free speech and expres-
sion to be build resiliency and create deterrents.
This includes enacting sensible legislation where
necessary and creating entities that can identify
and respond to emerging digital threats. But unlike
autocratic and authoritarian regimes that must rely
on top-down solutions, democracies have the
benefit of being able to employ a grassroots
approach to the problem. Solutions need not come
from capitals, nor do they need to be driven by
heavy-handed regulation. Tech and social media
companies certainly have an outsized role to play,
but civil society actors in the United States and
Europe can draw upon a wealth of knowledge and
expertise to mitigate vulnerabilities and strengthen
resolve. Independent and credible fact checkers
are key, but so are technologists, educators, digital
forensic analysts, and strategic communications
professionals, to name but a few. Digital disinfor-
mation is not just a technological or informational
problem; it is a whole-of-society problem.
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Therefore, we must find whole-of-society solutions.

The Role of Civil Society

Civil society can play four primary roles in the fight
against computational propaganda. First, it can act
as a watchdog, policing social media and exposing
disinformation campaigns as they emerge. Second,
it can help to inoculate publics against information
manipulation by supporting education outreach and
media literacy programs. Third, it can apply pres-
sure to tech companies, businesses, and adver-
tisers that wittingly or unwittingly host, support, or
incentivize creators of false and misleading
content. Finally, civil society can work with govern-
ments, the media, and each other to improve the
conditions of mistrust and polarization that create
fertile breeding grounds for the spread of disinfor-
mation. In all cases, these efforts can and should
expand beyond domestic borders and include like-
minded groups throughout the transatlantic space.
European and American democracies are bound
together by common values that supersede any
legal or cultural differences. Finding a unified voice
and drawing upon each other’s experiences and
best practices is essential, not only in the fight
against digital disinformation, but also in the
broader context of rebuffing authoritarian threats
to democracy.

CIVIL SOCIETIES’ ROLE IN MONITORING,
COUNTERING, AND EXPOSING DISINFORMATION

The first line of defense against digital disinforma-
tion is to expose and refute efforts to manipulate
information. This involves proactive measures to
raise awareness of the tactics and techniques used
to place and propagate disinformation as well as
reactive measures to analyze, verify, and, if neces-
sary, debunk specific narratives. Fact-checkers are
often viewed as the tip of this spear, but in reality,
they are the rear guard whose work is to clean up
the historical record for posterity’s sake. As count-
less studies have shown, if a false narrative enters
the public’s bloodstream, it is nearly impossible to
reverse the deleterious effects.1 Therefore, we
need groups out front who can identify structural
weaknesses in the online information ecosystem
before adversarial actors exploit them. This is a

fundamental difference between traditional and
computational propaganda. The former involves
the manipulation of information and false narra-
tives; the latter involves the manipulation of algo-
rithms that can spread false narratives at an
unprecedented scale and speed.2 The response,
therefore, is not just about objective truth, but also
about identifying cyber vulnerabilities in the infor-
mation space. 

Governments can and should play a role in these
efforts. The United States, NATO, and many
European countries have established task forces
that monitor and track disinformation campaigns,
including NATO’s StratCom Center of Excellence
and the U.S. State Department’s Global
Engagement Center. These efforts are critical,
particularly in instances when widespread disinfor-
mation campaigns threaten public health and safety
or national security. Often, however, information
operations do not reach the threshold of triggering
a government response. 

Additionally, in the United States, there is no single
agency tasked with alerting the public to active or
developing disinformation campaigns, whether
online or off. The agencies most likely to spot
emerging campaigns originating from abroad—the
NSA, CIA, and the State Department—are either ill
equipped or expressly prohibited from handling
domestic outreach, leaving a gap that, at least at
the moment, must be filled by civil society.

Credibility is also key. While certain European
governments—most notably, those in Scandinavia
and the Baltics—have proven to be adept at
exposing and communicating online threats to their
societies, many governments suffer from profound
credibility gaps.3 The specter of political motiva-
tions will always haunt government efforts to
unmask foreign influence operations, casting doubt
on the viability of government-driven fact-checking
efforts. Although civil society groups are certainly
not immune to real or perceived biases, they are in
a better position to independently verify information,
particularly if they can prove their nonpartisan or
bipartisan credentials. The Poynter Center’s
International Fact-Checking Network and the Kyiv
Mohyla Journalism School’s StopFake.org are two



41

DIGITAL PROPAGANDA

initiatives that have proven effective at exposing
disinformation in general, and, in the case of
StopFake, Kremlin-generated disinformation in
particular.4

Projects like the Alliance for Securing Democracy’s
Hamilton 68 dashboard, the Atlantic Council’s
Digital Forensic Research Lab, and the tech-savvy
volunteer collective Data for Democracy have also
exposed the computational tools used to amplify
false narratives on social media.5 By identifying
inorganic nodes in social media networks and
raising awareness of malicious automation and
systemic vulnerabilities, these groups have moved
the conversation away from one that focuses exclu-
sively on narrative solutions to one that addresses
broader cyber vulnerabilities. Alone, these initia-
tives are merely a ripple in the proverbial pond, but
combined with research from the academic
community, including Indiana University’s Center
for Complex Networks and Systems Research
(cNetS), Harvard University’s Belfer Center, and
Columbia University’s Tow Center for Digital
Journalism, these efforts have slowly begun to
change the strategic paradigm.6

Moving forward, improving coordination mecha-
nisms between these efforts will be critical to avoid
redundancies and elevate each other’s work. The
Atlantic Council’s Disinformation Portal is a good
initial step.7 So, too, was the AICGS / HSS
Transatlantic Cybersecurity Partnership, which
brought together American and German
academics, civil society groups, government offi-
cials, and business leaders to exchange ideas and
best practices.8

BUILDING RESILIENCE THROUGH EDUCATION

Despite the best efforts of the fact-checkers and
troll hunters, efforts to counter disinformation can
only do so much. The problem is simply too vast
and the tools too varied. It is thus essential that
civil society work to raise awareness of the threat
with the public, and to advance programs that can
educate citizens so that they have the tools to
protect themselves. This means that groups
engaged in disinformation research must break out
of the bubble of capital cities and engage publics

at the local level, especially in disaffected commu-
nities that are often targeted by malign influence
operations.

Media literacy is one solution, but it is not a silver
bullet. This is especially true with efforts to reach
older generations, who may have the necessary
critical thinking skills but lack familiarity with digital
concepts like filter bubbles, fake online personae,
or malicious automation. Traditional education
outreach through schools will obviously miss this
portion of the population. Regardless of the limita-
tions, however, there is a clear need for local civil
society groups to train educators and students
about how to detect information operations online,
and how to be responsible and critical consumers
of news. This is especially true in the United States,
where the fragmented education system makes
any state-driven effort nearly impossible to imple-
ment. While Europe has more buy-in at the state
level and a more centralized approach to educa-
tion, there is still a need there for NGOs to partner
with governments to develop comprehensive media
literacy programs.9

In addition, media literacy cannot exist in a vacuum.
It must be coupled with civics education and efforts
to improve civic participation. The foundation of
most conspiracy theories is a distrust of govern-
ment and a sense of removal from the political
process. Efforts to explain how democratic govern-
ments function and how citizens can be more
engaged in the democratic process will shatter
many disinformation narratives. 

Finally, civil society should work to support local
and independent media. This not only involves
direct support for journalists working in under-
served communities or covering under-covered
topics, but also efforts to inform journalists about
how to protect themselves from malign foreign influ-
ence. This includes pushing for standards in how
the journalistic community responds to leaks of
hacked information, as well as best practices for
verifying social media accounts are legitimate
before using them as sources in a story.10
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APPLYING PRESSURE WHEN AND WHERE
NEEDED 

Citizens in democratic countries have the power to
demand that elected officials take the threat of
digital disinformation seriously. As consumers, they
also have the ability to apply pressure to the plat-
forms and services that have facilitated the spread
of disinformation. Civil society groups can fight this
battle on multiple fronts, from direct engagement
with companies to public name-and-shame
campaigns. If needed, they also have the power to
organize boycotts and to pressure advertisers to
end relationships with companies that wittingly or
unwittingly facilitate the spread of disinformation. 

It is important to recognize that many creators and
distributors of computational propaganda have
non-ideological motivations. From Macedonian
fake news factories to celebrity follower factories
and corporate trolls-for-hire, there is an entire
online economy devoted to the manipulation of
information.11 While many of these for-profit serv-
ices are used for relatively benign purposes (for
example, the posting of inflated product reviews on
Amazon or the artificial amplification of views on
YouTube), almost all can be abused in more mali-
cious ways. The significant overlap between profit-
driven and ideological manipulators of information
thus requires that civil society groups target the
entire digital disinformation ecosystem, not just the
tentacles that connect directly back to malign state
or non-state actors.

In fact, civil society would be wise to focus its efforts
on exposing and degrading for-profit disinformation
efforts rather than those operated by ideological
extremists or hostile state governments. On the
surface, this approach may seem counter-intuitive;
after all, why go after the small arms dealers rather
than the armies? But degrading the profitability of
these commercial disinformation ventures would
shrink the community of bad actors online, leaving
only the “true believers” and those directly financed
by authoritarian governments or extremist groups.
This not only would make efforts to expose
misleading content more manageable, but it would
also limit the ancillary tools and services available
to those engaged in large-scale information opera-
tions. 

A critical cog in the for-profit disinformation wheel
is online advertising. Often, however, companies
are completely unaware that their brands are
appearing on questionable sites. Because major
brands enlist third party ad tech companies to place
their ads online, the decision to place ads on
specific sites is made by an algorithm rather than
by an image-conscience brand director. This differs
from television, radio, and print ad buys, where
advertisers are acutely aware of the content that is
associated with their brands. For obvious reasons,
reputable companies do not want their brands
associated with sites that peddle hyper-partisan or
factually questionable content. Drawing attention
to instances when ads for reputable companies
appear on less-than-reputable sites is an effective
tool in applying pressure up the food chain. The
potential loss of a significant revenue stream often
carries more weight than the threat of legislation. 

ADDRESSING THE ROOT CAUSES 

Disinformation is only effective if the target audi-
ence is receptive. Influence is not mind control: it is
a nudge or a shove, usually in the direction
someone is already predisposed to lean.12 No
amount of disinformation can change hardened
views, but a targeted campaign can push a
targeted population—whether on the far left or the
far right—to an even more radicalized position. It
can inspire people to action, but it can also drive
people to inaction. In a democracy, both results are
highly problematic.

Civil society must therefore work to address
people’s core grievances with democracy and the
liberal international order. The wave of populism
that has swept across Europe and the United
States did not result from digital disinformation; it
resulted from very legitimate concerns. Those
engaged in the fight against computational propa-
ganda would be wise to keep those concerns in
mind, and to avoid rhetoric that risks further alien-
ating certain populations. Ultimately, the best
defense against digital disinformation is to address
the real-world issues that disinformation seeks to
exploit. 
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Left
Cyberwarfare specialists serving with the 175th Cyberspace Operations Group of the Maryland Air
National Guard engage in weekend training at Warfield Air National Guard Base, Middle River, Md., June
3, 2017. Navy Adm. Michael S. Rogers, director of the National Security Agency, commander of U.S.
Cyber Command, and chief of the Central Security Service, briefed the Senate Armed Services
Committee on Cyber Command’s role in the support of the nation’s defense against its adversaries, Feb.
27, 2018. U.S. Air Force photo by J.M. Eddins Jr.
VIRIN: 170603-F-LW859-023.JPG
https://www.defense.gov/Photos/Photo-Gallery/igphoto/2001883314/ 

Right
Real-time cyberattacks, including information on the attack's origin, type, and target, as well as the
attacker's IP address, geographic location, and ports being utilized, are displayed on the Norse attack
map on the 275th Cyberspace Squadron's operations floor, known as the Hunter's Den. The squadron is
one of four squadrons compromising the 175th Cyberspace Operations Group of the Maryland Air
National Guard at Warfield Air National Guard Base, Middle River, Md., Dec. 2, 2017. U.S. Air Force
photo by J.M. Eddins Jr.
20171202-F-LW859-013’ CC 2.0
https://www.flickr.com/photos/airmanmagazine/40080902694 
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